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Large-Eddy Simulation and
Conjugate Heat Transfer Around
a Low-Mach Turbine Blade
Determination of heat loads is a key issue in the design of gas turbines. In order to opti-
mize the cooling, an exact knowledge of the heat flux and temperature distributions on
the airfoils surface is necessary. Heat transfer is influenced by various factors, like pres-
sure distribution, wakes, surface curvature, secondary flow effects, surface roughness,
free stream turbulence, and separation. Each of these phenomenons is a challenge for nu-
merical simulations. Among numerical methods, large eddy simulations (LES) offers new
design paths to diminish development costs of turbines through important reductions of
the number of experimental tests. In this study, LES is coupled with a thermal solver in
order to investigate the flow field and heat transfer around a highly loaded low pressure
water-cooled turbine vane at moderate Reynolds number (150,000). The meshing strategy
(hybrid grid with layers of prisms at the wall and tetrahedra elsewhere) combined with a
high fidelity LES solver gives accurate predictions of the wall heat transfer coefficient for
isothermal computations. Mesh convergence underlines the known result that wall-
resolved LES requires discretizations for which yþ is of the order of one. The analysis of
the flow field gives a comprehensive view of the main flow features responsible for heat
transfer, mainly the separation bubble on the suction side that triggers transition to a tur-
bulent boundary layer and the massive separation region on the pressure side. Conjugate
heat transfer computation gives access to the temperature distribution in the blade, which
is in good agreement with experimental measurements. Finally, given the uncertainty on
the coolant water temperature provided by experimentalists, uncertainty quantification
allows apprehension of the effect of this parameter on the temperature distribution.
[DOI: 10.1115/1.4025165]

1 Introduction

Determination of heat loads such as wall temperatures and heat
fluxes is a key issue in gas turbine design [1–5]; the interaction of
hot gases with colder walls is an important phenomenon and a
main design constraint for turbine blades. In recent gas turbines,
the constant increase of the thermodynamic efficiency leads to tur-
bine inlet temperature that is far beyond the material’s melting
point. As a result, optimized cooling technologies are necessary to
ensure the lifetime of the engine without reducing its efficiency.
An exact knowledge of the heat transfer distribution on the air-
foil’s surface is thus necessary. Heat transfer around vanes is
influenced by various factors, as pressure distribution, wakes, sur-
face curvature, secondary flow effects, surface roughness, free
stream turbulence, and separation. Low pressure blades of a gas
turbine are a typical example of a configuration where separations
can occur on both pressure and suction sides of the airfoil because
of different flow features.

With the constant increase of computing power, numerical sim-
ulations of the thermal interaction between fluid flows and solids
offer new design paths to diminish development costs through im-
portant reductions of the number of experimental tests. When a
computational fluid dynamics (CFD) solver is coupled to a heat
transfer solver, the accuracy of the coupled tool is generally con-
trolled by the fluid code. To resolve the fluid flow, a large range

of numerical methods is nowadays available in the literature, all
of which are more or less suited to near wall flows [6–11]. Con-
ventional CFD techniques use Reynolds-averaged Navier–Stokes
(RANS) methods that require all the turbulent scales of the flow
to be modeled putting stringent modeling effort on the turbulent
closures near walls [12–15]. While such approaches are routinely
used in the design phase of turbine vanes [16,17], they cannot cap-
ture all the complex effects of turbomachinery flows and looking
for more precise flow solvers is a usual objective in this field.
Fully unsteady numerical methods where all turbulent scales
(direct numerical simulations, DNS) or parts of the scales (LES)
are solved for are also available. Although the former is clearly
out of reach for real applications, the latter still requires that it
prove its efficiency. Recent contributions based on LES
[11,18–21] provide promising results, especially for the prediction
of heat transfer in complex geometries [22–25].

The present study aims at investigating the use of high fidelity
LES for the prediction of conjugate heat transfer (CHT) in a
highly loaded low pressure, water-cooled turbine blade submitted
to transitional flows with massive separation. The resolution of
the CHT problem relies on the coupling between a flow solver
and a conduction code that exchange boundary conditions at their
interface [22]. This solution has the advantage of using existing
state-of-the-art codes to solve fluid and solid equations [26–31].
Uncertainty quantification of the solid model parameterization is
studied in order to gauge the sensitivity of the coupled results to
experimental uncertainties.

The low pressure turbine cascade and the associated experiment
are first presented. Then the LES fluid and solid solvers are intro-
duced and the numerical setup is detailed. A grid convergence
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study is achieved and the flow field as well as heat transfer charac-
teristics obtained by the simulations are discussed and compared
with experimental data. Then, thermal results given by the CHT
computations are presented and related to the main flow structures
that control heat transfer. Finally, the last section proposes to
quantify the role of the uncertainty on solid conductivity as well
as on convective conditions inside the cooling channels of the
blade.

2 Experimental Setup and Conditions

The tested configuration is a 2D highly loaded low pressure tur-
bine blade cascade, largely described in Ref. [32] and displayed in
Fig. 1. This blade was investigated in a European Commission
research project [33]. The aim of the blade design was to generate
an extended recirculation bubble on the pressure side at nominal
conditions. The objective of the experimental study was to docu-
ment flow field and heat transfer of a highly loaded low pressure
turbine airfoil with a long separation bubble on the pressure side.
For these investigations, a linear cascade with a water-cooled
airfoil was used.

The cascade consists of five untwisted turbine blades of which
the inner three blades are instrumented (Fig. 1(a)). Blades 2 and 4
(Fig. 1) are equipped with pressure taps for measuring the pres-
sure distribution. For the heat transfer measurements, blade 3 is
water-cooled by 10 cooling channels (Fig. 1(b)). Moreover, this
blade is instrumented with 40 thermocouples for temperature
measurements. The airfoil’s material is a titanium alloy for
which the researchers give a thermal conductivity of about
ks � 7W �m�1 � K�1.

Ladisch et al. [32] have determined the distribution of heat
transfer coefficients (HTC) along the blade surface h(s) with an
iterative process by adjusting a finite-element thermal model in
order to fit to the temperature measurements given the inlet total
temperature Tt

1 and the cooling temperatures [34–36]. The HTC at
the position s is thus defined by the ratio between the wall heat
flux, qwall (s), and the difference between the total free stream
temperature, Tt

1 and the local wall temperature Twall (s)

hðsÞ ¼ qwallðsÞ
Tt

1 � TwallðsÞ
(1)

Errors for the heat transfer coefficient were estimated in a range
up to 10% for most of the blade surface and up to 15% near the

leading and trailing edges, where the distance between the
thermocouples and the cooling channels is small.

A set of experiments have been conducted at various free-
stream turbulence intensities and Reynolds numbers of the inflow
[32]. Exit Reynolds numbers based on the chord C length and the
nominal exit velocity ranging from 75,000 to 500,000 were
considered. The turbulence level was varied between 1.6% and
10%. The experimental results reveal a considerable influence of
the boundary layer separation on the local heat transfer. The size
of the separation region on the pressure side is strongly influenced
by free-stream turbulence level and Reynolds number. Moreover,
the influence of this separation is clearly visible in the heat
transfer distributions: heat transfer on the pressure side is mainly
governed by the extent of the separation bubble.

In all experimental conditions the boundary layer on the pres-
sure side separates. An increase of either the Reynolds number or
the free-stream turbulence level leads to a shortening of the sepa-
ration region. On the suction side, the laminar boundary layer is
affected by turbulent fluctuations in the free stream for high Reyn-
olds numbers. Furthermore, a separation bubble due to a strong
adverse pressure gradient occurs on the suction side for low Reyn-
olds numbers and turbulence levels. With increasing both Reyn-
olds number and turbulence level, this separation disappeared and
a bypass transition takes place. As such, for high Reynolds num-
bers, there is a strong effect of turbulence on heat transfer on the
suction side whereas for low Reynolds number the effect on the
pressure side is stronger.

The experimental configuration explored in this study corre-
sponds to the lowest turbulence level (1.6%) and to an exit Reyn-
olds number of 150,000 (Table 1). The lowest turbulence level is
chosen in order to avoid dealing with turbulence injection issues
[25] (injection method, length scale of the eddies, mesh resolution
to transport the eddies until the blade) and to concentrate on the

Fig. 1 (a) Test section—blades with pressure taps #2 and #4, blade with thermocouples #3,
(b) geometry of the cooled blade #3

Table 1 Experimental settings for the experimental blade

Inlet Mach number 0.068
Oulet Mach number 0.116
Inlet Reynolds number 93101
Oulet Reynolds number 158088
Inlet total pressure Pt

1 102274.8 Pa
Inlet total temperature Tt

1 348.06 K
Outlet static pressure 101315.9 Pa
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physics around the blade itself. As a result, the computations with-
out turbulence injection are considered comparable to experimen-
tal results with a turbulent level of 1.6%. The Reynolds number of
150,000 is retained because experimental results at this point
exhibits representative comportments of a real low pressure tur-
bine for the treatment of conjugate heat transfer such as a large
separation on the pressure side and separation bubble due to
adverse pressure gradient on the suction side. While undoubtedly
this limited Reynolds number imposes less constraints on the
number of grids points to resolve boundary layers than higher
Reynolds number, such flow features are challenging to capture
accurately with LES [37].

3 Numerical Approach

The method adopted to compute the CHT in the blade is to cou-
ple a parallel LES solver with a conduction code. Efficient imple-
mentation of such a CHT framework requires software to manage
the parallel execution of the solvers as well as the data exchanges
during their execution. In order to insure the performance of the
coupling, a fully parallel code coupler is used [38,39]. This
section describes the fluid and conduction solvers as well as the
numerical setup used to model the blade.

Governing Equations and LES Models. The initial governing
equations solved are the unsteady compressible Navier–Stokes
equations that describe the conservation of mass, momentum, and
energy. For compressible turbulent flows, the primary variables
are the density q, the velocity vector ui and the total energy
E � es þ 1=2uiui. The fluid follows the ideal gas law, p ¼ qrT

and es ¼
Ð T

0
cpdT � p=q, where es is the sensible energy, p the

pressure, T the temperature, cp the fluid heat capacity at constant
pressure, and r is the mixture gas constant. The LES solver takes
into account changes of heat capacity with temperature using
tabulated values of heat capacities. The viscous stress tensor and
the heat diffusion vector use classical gradient approaches. The
fluid viscosity follows Sutherland’s law and the heat diffusion
coefficient follows Fourier’s law. The application of the filtering
operation to the instantaneous set of compressible Navier–Stokes
transport equations yields the LES transport equations [40] which
contain subgrid scale (SGS) quantities that need modeling
[11,41]. The unresolved SGS stress tensor is modeled using the
Boussinesq assumption [8,42,43]. The r-model [44,45], based on
the analysis of the singular values of the resolved velocity gradi-
ent tensor, is chosen to model the SGS viscosity �t. The r-model
was developed to overcome some drawbacks observed on most of
the static models without using additional test filter. Indeed, the
model presents the interesting property to vanish in various lami-
nar flow configurations for which no SGS activity is expected: (1)
it automatically vanishes as soon as the resolved field is two-
dimensional (including the pure shear and solid rotation cases),
(2) it generates no SGS dissipation when the resolved scales are in
pure axisymmetric or isotropic contraction/expansion (the former
situation corresponds to the impact region of a laminar round jet
impinging on a solid plate, the latter is representative of an acous-
tic monopole), (3) it has the appropriate cubic behavior in the
vicinity of solid boundaries as the WALE model [46]. All these
properties come from the very nature of the new differential oper-
ator the SGS model is based on, without requiring any dynamic
procedure. The SGS energy flux is modeled using an SGS turbu-
lent heat conductivity obtained from �t by kt ¼ �q�tcp=Prt where
Prt¼ .07 is a constant turbulent Prandtl number.

Governing Equations for Solid Heat Transfer Models. Heat
transfer in solid domains is described by the energy conservation

qsCs
@Tðx; tÞ
@t

¼ � @qi

@xi
(2)

where T is the temperature, qs is the density, Cs is the heat
capacity, and q the conduction heat flux. The heat diffusion fol-
lows Fourier’s law:

qi ¼ �ks
@T

@xi
(3)

where ks is the heat conductivity of the medium. The solid solver
takes into account local changes of heat capacity and conductivity
with temperature.

Numerical Schemes. The parallel LES code, AVBP [47,48],
solves the full compressible Navier–Stokes equations using a two-
step time-explicit Taylor–Galerkin scheme (TTG4A) for the
hyperbolic terms based on a cell-vertex formulation [49], along
with a second order Galerkin scheme for diffusion [50]. TTG4A
provides high spectral resolution and both low numerical dissipa-
tion and dispersion, which is particularly adequate for LES [51].
Such numerics are especially designed for LES on hybrid meshes
and have been extensively validated in the context of turbulent
reacting flow applications [52–54]. The TTG4A scheme provides
third-order accuracy in space and fourth-order accuracy in time
[55]. The major drawback of this strategy arises from the explicit
nature of the solver whose time step is controlled by the low
acoustic CFL number (0.7 for the present computations) prevent-
ing from reducing characteristic cell size below the wall unit
scale. Therefore, for aerodynamic applications, where the viscous
sublayer needs to be computed, mesh refinements force small time
steps and a higher computational cost is inferred when compared
to incompressible code, for example. For the most refined mesh
M4 (Table 2), about 20,000 CPU h are necessary to simulate one
flow-through time on 1024 cores of the BULL Sandy Bridge
machine CURIE of the TGCC. Note that despite this clear con-
straint, the unstructured hybrid approach enables refinement of the
mesh in zones of interest by using prisms in the wall region [56].

The parallel conduction solver AVTP is based on the same data
structure and thus uses a second order Galerkin diffusion scheme
[50]. Time integration is done with an implicit first order forward
Euler scheme. The resolution of the implicit system is done with a
parallel matrix free conjugate gradient method [57].

Computational Setup. The fluid computational domain exam-
ined is sketched in Fig. 2(a) with a view of a typical mesh in
Fig. 2(b). To limit the dependency of the solution on the inlet and
outlet positions, the domain extends up to 0.52 C upstream the
blade leading edge and 1.082 C downstream the vane. The span-
wise size of the domain is 0.135 C with periodicity enforced on
each side. This simplification neglects end wall effects but retains
the three-dimensionality of the flow and greatly reduces the num-
ber of grid cells required to model the blade. The domain used for
the solid during the CHT computation corresponds to the fluid
one. For the fluid region, periodicity condition is also assumed in
the transverse direction in order to simulate only one flow
passage. These two periodicity directions are justified by the
experimental setup as described in Ref. [32].

Typical unstructured meshes of complex geometries consist in
tetrahedra. In order to provide the right viscous stress and heat

Table 2 Properties of the four meshes used for the fluid

Mesh # M1 M2 M3 M4

Dy (mm) 0.0625 0.05 0.025 0.0125
mean yþ 5.7 4.6 2.5 1.3
Dx/Dy¼Dz/Dy 4 4 4 8
# nodes 1.8 M 2.5 M 7.3 M 10.3 M
# cells 9.3 M 13.2 M 37.4 M 54.8 M
# prisms 0.3 M 0.5 M 2.2 M 2.2 M
# Wall boundary nodes 0.035 M 0.055 M 0.22 M 0.22 M
# Iterations per FTT 46,000 57,000 120,000 155,000
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flux at the wall, the grid cells adjacent to the wall must be inside
the viscous sublayer. This condition requires a high density of
very small grid cells close to the wall that leads to expensive sim-
ulations. When the boundary layer is explicitly resolved, using
prismatic layers close to wall surfaces is more efficient than using
tetrahedra. First, quadrilateral faces normal to the wall provide
good orthogonality and grid-clustering capabilities that are well
suited to thin boundary layers, whereas the triangulation in the
tangential direction allows for more flexibility in surface model-
ing. Second, for the same spatial resolution in the normal direc-
tion, the prismatic layer approach uses less elements and leads to
a higher minimum cell volume than the full tetrahedral grid
approach because prismatic elements can have a larger aspect ra-
tio. Thus, a hybrid approach with prismatic layers in the near-wall
region and tetrahedra in the main duct as shown in Fig. 2(b), is
adopted to: (1) reduce the number of cells in the nearby region of
the wall, (2) meet the preferential directions of the boundary layer
flow, and (3) limit the constraint on the acoustic time step. The so-
lution adopted has five layers of prisms where the vertical length
of the prism Dy is smaller than the triangle base-length Dx or Dz
(here, Dx�Dz). A limit is imposed to this mesh adaptation to
avoid numerical errors in these layers: the aspect ratio of the first
and thinnest layer is set to Dx�Dz� aDy, with a lower than 8
(i.e., xþ � zþ � ayþ) in agreement with known observations and
boundary layer scales (Eq. (11)). Maximum cell size in the do-
main is fixed to 1 mm. A convergence study of the wall friction
and wall heat flux depending on wall resolution Dy have been
done based on four meshes. Table 2 gives the main properties of
the four meshes.

The solid mesh requirements are less stringent. It is composed
of 1.8 M tetrahedral cells with a characteristic size of 0.2 mm on
the fluid/solid interface as well as close to the ten cooling holes
and with a characteristic size of 1 mm elsewhere. The fluid and
solid meshes are nonconformal at their interface where a linear
interpolation is used to interpolate physical fields exchanged by
the solvers during the CHT computation.

The r subgrid model is used in conjunction with isothermal no-
slip wall conditions. This model is designed to provide correct
levels of turbulent viscosity down to the wall and no wall model is

required. Uniform total pressure and total temperature profiles
with velocity angle are imposed at the inlet of the fluid domain
using the Navier–Stokes Characteristic Boundary Condition
(NSCBC) formalism [58]. Static pressure is enforced at the outlet
boundary in characteristic NSCBC form accounting for
transverses terms [59].

4 Flow and Heat Transfer Analysis

In this section, the main flow features captured by the LES are
first analyzed with the results obtained on mesh #4. The grid con-
vergence from mesh #1 to #4 is then assessed based on the proper
resolution of the flow characteristics around the blade. For all the
computations presented in this section, the wall temperature is
kept constant and equal to 300 K. The strategy to reduce computa-
tional cost is to run the first LES on mesh M1 and use the final
flow field to initialize the LES on mesh M2 and so one until mesh
M4. For each case, six flow through times (FTT) are computed to
converge and extract statistics for analysis. Thus, the statistics col-
lection on mesh M4 leads to about 120,000 CPU h on 1024 cores
of the BULL Sandy Bridge machine CURIE of the TGCC.

Description of Flow Characteristics Around the Blade. Fig-
ure 3 presents an instantaneous visualization of the flow topology
around the blade obtained on mesh #4. Starting from the leading
edge to the trailing edge, the pressure side exhibits 3 main phe-
nomena (A, B, and C in Fig. 3). First, a massive flow separation
(A) caused by the strong concave curvature of the blade profile on
the pressure side starts shortly after the leading edge. Due to shear
layer instabilities, the laminar flow is then transitioning to turbu-
lence. This separation creates a large recirculation bubble fed by
numerous turbulent eddies of different sizes. The flow then hits
the pressure side and reattaches (B). Finally, the attached turbu-
lent flow is accelerated until the trailing edge of the blade (C).

In the same manner, four main behaviors can be underlined on
the suction side (D, E, F, and G in Fig. 3). First the laminar flow
accelerates up to the maximum camber point (D). Because of the
consequent adverse pressure gradient, the flow strongly deceler-
ates (E). This adverse pressure gradient yields a laminar separa-
tion bubble (F) with a free shear layer that experiences transition
to turbulence. Subsequently, the separated turbulent flow reat-
taches and evolves downstream from a nonequilibrium turbulent
boundary layer to an equilibrium one (G). These main flow
features responsible for the heat transfer characteristics that are
evidenced in the experiment are captured by all four simulations
with an improved accuracy when mesh resolution increases
(i.e., from M1 to M4).

The comparison between the mean temporal pressure distribu-
tion along the blade profile with experimental pressure measure-
ments (Fig. 4) shows that the simulation with mesh #4 is in fair
agreement with the experience. The position and intensity of the
seven main features reported previously are well predicted by
the computation. On the suction side, the acceleration of the lami-
nar boundary layer until s/C¼ 0.75 is well predicted. Then the
boundary layer is exposed to an adverse pressure gradient
between s/C¼ 0.75 to 1 that makes it separate. The resulting bub-
ble is visible on the pressure plot (Fig. 4) with a plateau that starts
at s/C¼ 0.95. Then when the reattachment of the transitioning
boundary layer takes place, the pressure drastically increases and
reaches an almost constant value until the trailing edge of the
blade. The simulation tends to predict a reattachment of
the boundary layer more downstream than in the experiment. On
the other hand, the pressure side exhibits a strong acceleration
close to the leading edge followed by a large plateau of pressure
(until s/C��0.5) that represents the large flow separation. Then
the turbulent flow caused by the transition of the massive separa-
tion impacts the blade to form an attached boundary layer, causing
a slight increase of pressure. From s/C¼�0.75 to the trailing
edge, this turbulent boundary layer accelerates, which is evi-
denced by a strong reduction of the pressure.

Fig. 2 (a) Sketch of the fluid computational domain and
(b) detail of the corresponding unstructured mesh grid
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Mesh Convergence and Heat Transfer Analysis. Figure 5(a)
presents the evolution of the normalized wall distance yþaround
the blade for the four meshes. Increasing the mesh resolution leads
to a global decrease of yþ. Due to the flow topology described in
the previous section and captured by the simulations done with all
meshes, the shape of the four yþ profiles are similar. This feature
is directly linked to the resolution of the wall friction sw given for
the four meshes in Fig. 5(b). From the mesh convergence point of
view, the wall friction levels are drastically improved from mesh
#1 to mesh #3, especially in the laminar and turbulent parts of the
suction side as well as in the turbulent region of the pressure side.
The improvement between mesh #3 and #4 exists but is less im-
portant. Hence mesh #4 is considered to be sufficient to obtain
accurate heat transfer predictions on the blade. Its maximum value
of yþ is always below 2 (Fig. 5(a)) and the mean value around the
blade is 1.3 (Table 2). In the other directions, the aspect ratio of
the prisms that are used to mesh the boundary layer gives normal-
ized wall distances that are kept under acceptable values [11].
Indeed, the maximum values of xþ and zþ are in the order of 16
(eight times the maximum of yþ (Table 2)).

The mesh convergence is also evidenced by the heat transfer
coefficient h (Fig. 6(a)) defined by Eq. (1) with Twall (s)¼ 300 K.
The results from meshes #3 and #4 are almost superposed except
at the leading edge as well as in the turbulent regions of both the
suction and pressure sides. With the finer grid, the prediction of
the HTC is very close to the experimental measurements on a
large part of the blade wall. The simulation captures the influence
of the flow topology on the heat transfer around the blade. To bet-
ter describe the HTC profile and to give more insights on the flow
behavior, Fig. 6(b) gives the evolutions of the dynamic and ther-
mal boundary layer thicknesses along the suction side as well as
the separation distance obtained with the computation done with
mesh #4. The dynamic boundary layer thickness is defined as the
distance across the boundary layer from the wall to a point where

the flow velocity has essentially reached the local free stream ve-
locity. This distance is defined normal to the wall, and the point
where the flow velocity is essentially that of the free stream is
defined as the point where the wall tangential velocity reaches
99% of its maximum on the local profile. The thermal boundary
layer thickness is similarly the distance from the wall at which the
temperature is 99% of the maximum temperature found on the
local profile. Interestingly, the dynamic and the thermal boundary

Fig. 3 Main flow features responsible of heat transfer characteristics: velocity field (up) and isosurface of Q-criterion (bottom).
The simulation is done with mesh M4.

Fig. 4 Mean temporal pressure distribution along the blade
profile. The simulation is done with mesh M4.

Fig. 5 (a) Y1 and (b) wall friction sw distributions along the
blade profile for the four meshes
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thicknesses are almost equal on a large part of the suction side,
the thermal one being always thinner. Indeed, they increase in a
same manner from the leading edge to a region close to the reat-
tachment point where the dynamic thickness continues to increase
while the thermal one decreases. On the first part of the suction
side, the evolution of the thicknesses allows the clear identifica-
tion of two accelerations zones corresponding to two different
slopes of the boundary thickness (from s/C¼ 0 to 0.25 and from s/
C¼ 0.25 to 0.75). At s/C¼ 0.75, the adverse pressure gradient
creates another change in the slope of the thicknesses that is con-
served until the beginning of the flow separation (i.e., when the
separation distance starts increasing): the downturn of the flow
causes a thickening of the boundary layer. Because of the flow
separation, the boundary layer is pushed away from the wall in the
flow creating a drastic increase of the thicknesses at s/C¼ 0.95.
At the end of the separation, when the size of the separation dis-
tance decreases, the dynamic thickness reaches a plateau followed
by a new drastic increase when the flow reattaches and the bound-
ary layer becomes turbulent. Note that the plateau of dynamic
boundary thickness from s/C¼ 1.3 to 1.5 is a postprocessing
artifact.

From Fig. 6(a), the leading edge exhibits the highest convective
heat exchange caused by the thin boundary layer occurring at the
stagnation point. Along the suction side, the simulation first cap-
tures the rapid decrease of heat transfer due to the strong accelera-
tion of the flow and the thickening of the laminar boundary layer

(from s/C¼ 0 to 0.25). It then shows a moderate decrease of h
from s/C¼ 0.25 to 0.75 linked to a slower increase of the bound-
ary thickness, followed by a strong decrease caused by the adverse
pressure gradient that suddenly thickens the boundary layer
thickness from s/C¼ 0.75 to 0.95. Finally, a very low level of
convective heat transfer is obtained when the laminar flow sepa-
rates from the wall followed by a drastic increase due to the transi-
tion of the laminar boundary layer that finished with a pic when
the flow reattaches (s/C¼ 1.25). As underlined for the pressure
profile, the simulation predicts a reattachment of the flow slightly
downstream the experimental measurements. Along the pressure
side, the simulation captures the rapid decrease of heat transfer
caused by the strong acceleration of the laminar flow followed by
a progressive increase in the recirculation zone. A maximum of
the convective heat transfer in the reattachment region is then fol-
lowed by a slight decrease of the heat transfer coefficient caused
by the acceleration of the turbulent boundary layer. While the
computation provides good overall levels of heat transfer coeffi-
cient, three regions of underestimation and one of overestimation
can be seen. The largest underestimate is located at the leading
edge where the boundary layer is known to be very thin. The heat
transfer is also underestimated near the trailing edge on the suc-
tion side where the turbulent boundary layer reattaches as well as
on the pressure side where the large separation takes place. This
last discrepancy may be caused by under-resolved turbulent
eddies that are formed in the separation bubble and participate to
the heat transfer. Finally, the computation seems to overestimate
heat transfer at the trailing edge. The next section on the conjugate
heat transfer analysis gives some insight on this point.

In summary, with the more refined mesh (#4) the isothermal
LES gives accurate predictions of the flow structure around the
blade and gives insights to explain its complex behavior. The con-
vective heat transfer coefficient is also accurately predicted by
this high fidelity simulation. The next step is then the prediction
of the temperature distribution in the blade that is done by a
conjugate heat transfer simulation.

5 Conjugate Heat Transfer Analysis

This section presents the CHT computation performed to pre-
dict the temperature distribution in the blade. The airfoil’s mate-
rial is a titanium alloy for which experimentalists give a thermal
conductivity of about ks � 7 W �m�1 � K�1. For the coupled simu-
lation, the conductivity follows a second order polynomial law
with the temperature T fitted:

ks ¼ 3:2288þ 0:0091T þ 710�6T2ðW �m�1 � K�1Þ (4)

The density is fixed to qs ¼ 4420 kg �m�3 and the heat capacity is
fitted with a second order polynomial as

Cs ¼ �80:131þ 2:8794T � 0:003085T2 ðJ � K�1Þ (5)

The solid blade is meshed with 1.8 M tetrahedral cells (360,567
nodes). Convective conditions are imposed in the ten cooling
holes inside the blade with convective temperatures and heat
transfer coefficients provided by experimentalists. For the conju-
gate simulations, the wall heat fluxes computed by the fluid solver
are imposed as a boundary condition to the solid part and the tem-
perature of the solid surface is given back to the fluid wall. The
target of the simulation is to obtain a converged thermal solution
in the blade. To decrease the restitution time of the computation
without simulating the whole transient temperature evolution of
the solid temperature, the nonsynchronized coupling approach
proposed by Ref. [22] is used. To ensure the stability of this cou-
pling, information at the fluid/solid interface is exchanged with a
very high frequency [22,60]. Exchanges are done for every itera-
tion of the thermal solver and after ten iterations of the fluid one.
In terms of physical time, the solid boundary conditions are

Fig. 6 (a) Convective heat transfer coefficient h distribution
along the blade profile for the four meshes and (b) evolutions of
boundary layer thicknesses along the suction side of the blade
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updated each 20 ms while the surface temperature of the fluid is
updated every 200 ns. This leads to a ratio of acceleration of the
convergence of ss ¼ 105sf , where ss is the time spent in the solid
and sf in the fluid. The coupled system reaches a quasi-steady state
after 2 FTT in the fluid solver corresponding to two characteristic
times in the solid. Then, 6 FTT are computed to converge and
extract statistics for analysis leading to a total CPU cost of about
160,000 h on 1024 cores of the BULL Sandy Bridge machine
CURIE of the TGCC.

Figure 7(a) presents the distribution of temperature obtained at
convergence of the coupled simulation around the blade. The so-
lution is far from an isothermal wall at 300 K. The mean tempera-
ture of the profile is about TCHT ¼ 294:7K with a mean standard
deviation of rTCHT

¼ 5:2K. The CHT results are in very good ac-
cordance with the experimental temperature profile both in terms
of shape and level. The underestimations of convective heat trans-
fer underlined previously lead to underpredictions of the tempera-
ture levels. As for the HTC, the most important underprediction
takes place at the leading edge and seems to have an influence at
the beginning of the suction side, shifting the profile to lower
temperatures. Another important region of temperature underesti-
mation is the large recirculation zone on the pressure side.
Finally, the temperature in the transition region of the suction side
(from s/C¼ 1 to 1.25) seems to be underpredicted as well.

The convective heat transfer coefficients from the isothermal
computation (Twall(s)¼ 300 K) and the coupled simulation are
compared to the experimental ones in Fig. 7(b). For the coupled
case, the wall temperature Twall(s) is taken as the local tempera-
ture obtained by the CHT computation given in Fig. 7(a). The
results from the two simulations are superimposed on a large part
of the profile. The main region of difference is the trailing edge on
both the suction and pressure sides where the coupled results
improve the prediction of the HTC. The assumption of constant
temperature at 300 K to extract the convective coefficient is wrong
in this region where the temperature is predicted to be higher.
Having a good estimate of the temperature allows a better predic-
tion of the correct heat flux. This trailing edge region is thus an
example where Newton’s law of cooling is not applicable, i.e.,
where a single heat transfer coefficient that does not vary signifi-
cantly across the temperature-difference ranges covered during
cooling and heating can be used.

The CHT simulation gives accurate distribution of heat transfer
coefficient and temperature of the blade. It is then worth checking
the dependence of the temperature distribution input parameters
with uncertainty as the material conductivity and the temperature
and convective coefficient in the cooling holes.

6 Uncertainty Quantification on the Blade

Temperature

The two main uncertain parameters of the solid model are the
conductivity of the material as well as the convective conditions
imposed in the cooling holes. To check the dependence of these
two parameters on the temperature distribution inside the blade,
uncertainty quantifications (UQ) are carried out. To do so, only
the thermal solver is used with the boundary conditions obtained
by the coupled simulation on the blade wall in terms of convective
temperature (Tt

1 from Table 1 and coefficient h(s) from Fig. 7(b)).
As exposed before, the convective heat transfer coefficient can

be considered independent of the operating temperature difference
between the solid and the flow in a wide part of the blade. More-
over, the range of blade temperature obtained at the most critical
part (i.e., the trailing edge) during the UQ study is rather small.
Thus, it is consistent to use a fixed profile of h(s) for this study
without recomputing the whole CHT simulation for all the UQ
investigations.

The selected UQ method is therefore a nonintrusive method
around the AVTP solver based on the stochastic collocation at
Clenshaw–Curtis quadrature points with the same weights for
each parameter. To obtain the desired statistics, the output
temperature function is built from the sampling using Lagrange
polynomials [61–64]. The convergence of temperature mean
and standard deviation is fast and obtained with only three
Clenshaw–Curtis quadrature points.

Uncertainty Quantification on Thermal Conductivity.
Experimentalists approximate the conductivity by ks �
7 W �m�1 � K�1. Table 3 gives the minimum, maximum, and
mean values of the conductivity obtained by the coupled computa-
tion with a conductivity that depends on temperature (Eq. (4)).
The conductivity given by experimentalists is close to the one
obtained in the CHT computation but remains outside the range of
variation observed in the simulation. As the temperature distribu-
tion in the blade is directly linked to the equilibrium between solid

Fig. 7 (a) Temperature distribution around the blade obtained
by CHT and (b) comparison of convective heat transfer coeffi-
cient obtained with an isothermal computation (IsoT) and the
coupled simulation (CPL)

Table 3 Statistics of solid conductivity obtain in the CHT
simulation

Temperature (K) Conductivity (W � m�1 � K�1)

Min 287 6.42
Max 315 6.79
Mean 291 6.47
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and fluid conductivities, uncertainty quantification of the blade
temperature distribution to the solid conductivity is of primary in-
terest. Two mean values of the solid conductivity are tested
(�ks

7 ¼ 7 W �m�1 � K�1 and �k6:5
s ¼ 6:5 W �m�1 � K�1) with an

uncertainty of 10%. For this study, the conductivity is thus taken
independent of the temperature.

Figure 8 presents the mean and 95% confidence interval of the
temperature distribution obtained around the blade from the above
uncertain inputs. The temperature profile is not really modified by
such a small uncertainty on conductivities. The standard deviation
of the temperature ranges from 0.035 K near the separation region
on the suction side for the case with �ks

7 (0.025 K for �k6:5
s ) to

0.88 K (resp. 0.6 K for �k6:5
s ) close to the trailing edge. Peak values

are observed at the leading edge as well as in the turbulent region
of the boundary layers in both the suction and pressure sides. The
average values of the temperature standard deviations are about
0.26 K for �ks

7 and 0.18 K for �k6:5
s , which represent less than 0.1%

of the mean temperature TCHT and less than 5% of the dispersion
of the temperature profile rTCHT

(respectively 294.7 K and 5.2 K).
Finally, the temperature distribution obtained by the coupled

simulation is outside the 95% confidence interval of the case �ks
7

whereas it belongs to the case �k6:5
s . It is interesting to underline

that none of the computations done with the different values of
the conductivity that are independent of the temperature (a total of
ten for this UQ study) are able to reproduce the profile obtained
with the temperature dependency.

The results of this first UQ study show that the level of uncer-
tainty on the conductivity is not significant to affect the wall
temperature predictions done with the CHT computation.

Uncertainty Quantification on the Cooling Temperatures.
Experimentalists have measured the mass flow of each cooling
channel as well as the temperatures at inlet and outlet. The cooling
temperatures have been determined as the average of inlet and
outlet temperatures of the coolant, assuming that the heat flux into
the coolant is symmetric to the midspan of the blade. Furthermore,
the difference between inlet and outlet temperatures is very small.
The maximum temperature difference measured of the ten holes is
2.5 K with an average difference of approximately 1 K. The heat
transfer coefficients are then calculated with a correlation for tur-
bulent flow in pipes [65]. For each of the holes, a couple of cool-
ing temperature and convective coefficient are thus provided. Of
course, the uncertainty in this case can come from the estimation
of the convective coefficient as well as from the cooling tempera-
tures. As both are linked, the choice has been made to concentrate
on the cooling temperature. The experimental uncertainty on the
cooling temperature is about 0.85%. Then, as there are ten holes,
it is possible to define a UQ framework with ten parameters being
the convective coefficient of each hole, each associated with

Fig. 8 Mean and 95% confident interval of the temperature dis-
tribution around the blade with respect to uncertainty in
conductivity with a mean values of (a) �ks ¼ 7 W �m�1 � K�1 and
(b) �ks ¼ 6:5 W �m�1 � K�1

Fig. 9 Spatial distribution of RMS temperature in the blade
with respect to uncertainty in convective conditions in (top (a))
hole #1, (top (b)) hole #4 and mean and 95% confident interval
of the temperature distribution around the blade with respect to
uncertainty in convective conditions in (bottom (a)) hole #1,
(bottom (b)) hole #4
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independent uncertainty. Nevertheless, resolving such a large
problem with a collocation method is prohibitively expensive on a
full tensor grid, and probably not so interesting for the case stud-
ied here. Indeed, because of the measurement technique, the
uncertainties on the different hole temperatures are linked. Conse-
quently, the analysis is divided into two parts: the first one investi-
gates the role of separated holes in the uncertainty quantification
process. The second one considers a global error that affects all
the ten holes in the same way.

Figure 9 presents the mean and 95% confidence interval of the
temperature distribution around the blade resulting from the UQ
done on cooling temperatures for holes number #1 and #4. The
uncertainty on a hole has a local effect on the temperature distri-
bution that is not negligible. The standard deviation of tempera-
ture ranges from 0 K far away from the uncertain hole to 1.25 K
close to it when hole #1 is considered and 0.9 K for hole # 4 (Fig.
10(a)). These uncertainties represent about 0.4% of the mean tem-
perature TCHT and 24% of the dispersion of the temperature profile
rTCHT

for hole #1 and 0.3% and 17% for hole #4, respectively.
It is suspected that the uncertainty effects of two nearby holes

can combine to give a high level of output uncertainties on the
blade temperature. Uncertainty quantification of the blade

temperature distribution to the temperature inside all the cooling
holes at the same time is reported now. The combination effect is
clearly evidenced on Fig. 9(a) on both the pressure and suction
sides. On the one hand, the uncertainties on the leading-edge and
trailing-edge temperatures are mainly controlled by hole #1 and
hole #10, respectively. On the other hand uncertainties obtained
by the UQ involving the ten holes at the same time are more im-
portant than the ones obtained by considering hole by hole. Figure
10(b) presents the mean and 95% confidence interval of the tem-
perature distribution around the blade resulting from this global
uncertainty quantification. The temperature profile is largely
affected by the knowledge of the cooling temperature: the stand-
ard deviation of the temperature ranges from 0.7 K near the trail-
ing edge to 1.5 K close the leading edge as well as in the
separation zone on the suction side. The average value of the
uncertainty is about 1.23 K representing almost 0.4% of the mean
temperature TCHT and 24% of the deviation rTCHT

. As such, the ex-
perimental measurements are included in the simulation error bars
in most parts of the profile except at the leading edge and in the
recirculation zone on the pressure side. This result illustrates that
the flow and heat transfer are well captured on most of the blade
except in these two regions.

7 Conclusion

Large Eddy Simulation has been coupled with a thermal solver
in order to investigate the flow field and heat transfer around a
highly loaded low pressure water-cooled turbine vane at moderate
Reynolds number (150,000). The meshing strategy (hybrid grid
with five layers of prisms at the wall and tetrahedra elsewhere)
combined with a high fidelity LES solver gives accurate predic-
tions of the wall heat transfer coefficient for isothermal computa-
tions. Mesh convergence underlines the known result that wall-
resolved LES requires discretizations for which yþ is of the order
of one. The analysis of the flow field gives a comprehensive view
of the main flow features responsible of heat transfer, mainly the
separation bubble on the suction side that triggers transition to a
turbulent boundary layer and the massive separation region on the
pressure side. Underestimations of heat fluxes are observed at
some critical location as the leading edge of the blade as well as
the massive separation on the pressure side. While, these under-
predictions lead to underestimates of the blade temperatures by
the coupled process, CHT results are in a very good accordance
with temperature measurements. It was shown that the heat flux
obtained by the isothermal computation and by the coupled one
are very similar all along the blade except at the trailing edge
where CHT results are in closer agreement with experiments. In
this region, Newton’s law of cooling is not yet applicable and the
CHT results allow to better capture the heat fluxes in this region.
Finally, an uncertainty quantification showed that most of the tem-
perature discrepancies could be explained by the cooling tempera-
ture uncertainty except at the leading edge, in the turbulent region
on the suction side and in the recirculation zone on the pressure
side.
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Nomenclature

C ¼ blade chord
cp ¼ fluid heat capacity at constant pressure
Cs ¼ solid heat capacity
E ¼ total energy
es ¼ sensible energy

Fig. 10 RMS temperature profiles around the blade obtained
by UQ simulations done on separated convective temperature
in holes compared to the full UQ in all holes (a) and mean and
95% confident interval of the temperature distribution around
the blade with respect to uncertainty in convective conditions
in all the holes (b)
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h ¼ heat transfer coefficient
P ¼ pressure

Pt
1 ¼ total inlet pressure

Prt ¼ turbulent Prandtl number
Q ¼ heat flux

qwall ¼ wall heat flux
r ¼ mixture gas constant
s ¼ curvilinear abscissa
T ¼ temperature

Twall ¼ wall temperature
TCHT ¼ mean value of the conjugate heat transfer

temperature profile
Tt

1 ¼ total inlet temperature
u ¼ velocity

xþ, yþ, zþ ¼ dimensionless wall distances
Dx, Dy, Dz ¼ discretization sizes

ks ¼ solid heat conductivity
kt ¼ subgrid scale turbulent heat conductivity
�t ¼ subgrid scale turbulent viscosity
q ¼ fluid density
qs ¼ solid density

rTCHT
¼ standard deviation of the conjugate heat transfer

temperature profile
sf ¼ fluid characteristic time
ss ¼ solid characteristic time
sw ¼ wall friction

Acronyms

CFD ¼ computational fluid dynamics
CFL ¼ Courant–Friedrichs–Lewy number
CHT ¼ conjugate heat transfer
DNS ¼ direct numerical simulation
FTT ¼ flow through time
HTC ¼ heat transfer coefficient
LES ¼ large eddy simulation

RANS ¼ Reynolds-averaged Navier–Stokes
SGS ¼ subgrid scale
UQ ¼ uncertainty quantification
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