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a b s t r a c t

Dredging operations of navigation channels and harbours are regularly planned in order to maintain the
nautical depth and to ensure the navigation safety. Depending on the quality of the dredged material
(fixed by the Oslo convention, 1972), dredged sediments can be released into the sea or stored at the
Earth’s surface to be cleaned up. The present study deals with release operations. We simulate the com-
plete process (generation and settling of a sediment plume, propagation of a density current on the bot-
tom) using a two-phase flow model. We show that in this case, the sediment (or solid) phase strongly
differs from the motion of the water (or fluid) phase. Comparisons between numerical results and exper-
iments are carried out in order to illustrate the effects of sediment diameter, initial concentration, and
ambient current on the plume dynamics and on the density current. We obtain a correct agreement with
experiments for the specific release case.

� 2012 Elsevier Ltd. All rights reserved.

1. Introduction

Yearly, a huge quantity of sediments is removed by dredging
operations from inland waterways and navigation channels in
estuarine zones. As land areas for storing dredged sediments are
expensive, sediment release into the sea water is very attractive.
However, the release of dredged sediments, even not contami-
nated, may affect the environment by increasing the turbidity in
water or burying biological habitats. Thus, understanding of the
fate of dredged-sediment releases is needed for the management
of estuarine and coastal zones.

The process of dredged-sediment release generally passes by
three different steps [1]: (i) convective descent during which the
sediment cloud falls under gravity (ii) dynamic collapse, occurring
when the descending cloud impacts the bottom (iii) transport-
dispersion, starting when the sediment transport and spreading
are determined more by ambient currents and turbulence than
by the dynamics of the disposal operation. Ruggaber [2], and later
Bush et al. [3] have studied the convective descent step of sedi-
ment release in homogeneous and stratified quiescent water. The

authors consider that, during the convective descent step, particle
clouds behave similarly to classic thermals and buoyant vortex
rings. They address a complete review of existing studies related
to thermals and vortex rings under both homogeneous and strati-
fied conditions. Once having performed a series of experiments
during the convective descent step, Ruggaber [2] concludes that:
(i) non-cohesive particle clouds evolve by asymptotic deceleration
(their settling velocity w is proportional to t�1/2) and linear growth
rates of cloud radius is similar to classical thermals; (ii) Fine-
grained cohesive particle clouds, containing less than 36% solids
(by weight) display thermal-like characters (w � t�1/2), clouds of
sediments within the transition range (36–50% solids) exhibit a
hybrid-type behaviour. Particle clouds containing more than 50%
solids fall as solid clumps with a constant terminal velocity. Bush
et al. [3] performed experiments with 11 types of glass spheres
of different diameters and densities. They show the typical evolu-
tion of particle clouds in a homogeneous ambient. After particle
releasing, the thermal shape appears and persists until the parti-
cles fall out of the cloud bottom in form of a bowl-shaped swarm.
The authors interpret the formation of a bowl-shape swarm as
resulting from the interaction between the vortical flow inside
the particle cloud and the dense suspended sediments. In agree-
ment with Ruggaber [2], Bush et al.’s [3] experimental results dis-
tinguish two stages in the convective descent of a particle cloud:
the thermal stage, in which the position of the cloud bottom is
proportional to t1/2 and the settling velocity of the cloud is
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proportional to t�1/2; and the swarm stage, in which the position of
the cloud bottom is proportional to t and the settling velocity of the
particle cloud is equal to particle fall velocity.

Gensheimer [4] performed flow visualisation experiments in a
glass-walled recirculating open channel to study the dynamics of
particle clouds released into water with ambient currents. Such
particle clouds exhibit three regimes of behaviours, which depend
upon the strength of the ambient currents: weak, transitional or
strong. In weak ambient currents, particle clouds are advected
downstream with a velocity equal to the ambient current, but
the behaviour and structure is similar to that in quiescent ambient:
the vortex rings form at a similar depth and grow to a similar size.
In transitional currents, there is a delay and a distortion of vortex
ring formation. In strong currents, vortex rings never form and
the coherency of particle clouds is destroyed. Gensheimer [4] stud-
ied threshold values to distinguish between the three regimes and
showed that these values are dependent upon particle sizes.

Hallworth et al. [5] and Hogg et al. [6] performed instantaneous
and sustained releases of saline and particle-laden fluid into an
open water flume with and without ambient currents. The distri-
bution of deposited particles as well as their dispersion-transport
on the flume bottom were studied. Hallworth et al. [5] and Hogg
et al. [6] showed that when there is no ambient current, the den-
sity currents spread symmetrically away from the particle source.
The propagation velocity decreases as particles settle out of sus-
pension, and therefore reduce the density difference, which drives
the density currents. Also they remark that: (i) increasing the ini-
tial solid concentration increases the propagation speed and (ii)
varying the size of particles in suspension while maintaining the
same initial concentration and solid volume flux does not affect
the rate of spreading initially.

Villaret et al. [7,8] and Boutin [9] led experiments of sand and
mud particle releases in an open water flume with and without
ambient currents. These experiments can be considered as 2-D con-
figuration ones (which is not the case of the experiments of [5,6]). A
series of tests with different initial solid concentrations, particle
sizes, and ambient current strengths was performed. The authors
measured: (i) the radius of the particle cloud during the convective
descent step as well as the duration of this step (falling time) and
(ii) the thickness and velocity of the density current on the bottom.

Accurate predictions on the fate of sediment clouds are needed
to help stakeholders in decision making for sustainable develop-
ment benefits. The different existing tools for dredged-sediment
releases can be classified in twofold: analytical [10] or [11] and
numerical tools [11–13] or [14]. Analytical tools are usually limited
since they result from very restrictive assumptions such as sustain-
able sediment sources, quiescent water, or Boussinesq approxima-
tion. Moreover, they require empirical parameters such as water
turbulent entrainment by the sediment cloud or virtual origin of
the release. The above-mentioned numerical tools are more ade-
quate for unsteady situations or non-Boussinesq situations. They
are single-phase models and based on the passive-scalar hypothe-
sis. This hypothesis stipulates that the solid particles move at the
same speed as the fluid ones, except for the vertical component
of velocity. Consequently, empirical coefficients in ad hoc functions
are needed to provide predictions, whose validity is limited to the
first step only, i.e. the convective descent of the sediment cloud.

Previous numerical studies have shown the limits of the pas-
sive-scalar approach in simulating dredged-sediment release.
These limits are due to the very high concentration of the sediment
cloud. Li [12] used a 3-D single-phase finite-difference model,
which is based on solving the Navier–Stokes equations coupled
with a sediment transport one, to simulate the convective descent
step of particle clouds into quiescent water. Li’s [12] model failed
to produce the double-peak density distribution and the vortex
rings for dense solid concentration. In recent works, Farout-Fréson

[14] used a bi-specie model, which is based on a degeneration of
the two-phase model and considers the sediment–water mixture.
Interesting results were obtained for the convective-descent step
whereas the sediment cloud impact and propagation on the bot-
tom still remained problematic.

Two-phase flow modelling is commonly used in many indus-
tries such as chemical, nuclear or pharmaceutical industries. Re-
cently, it was applied to simulate the sediment transport in free
surface and non-hydrostatic flows [15–20]. In the two-phase flow
modelling, the computing domain is extended to the true non-
erodible bed, i.e. no extra-Consolidation and Sedimentation Bed
(CSB) Model is needed (see [19]). The continuity and motion equa-
tions are solved for both fluid and solid phases, with interaction
terms between them. A non-Newtonian rheology for sediment-
laden flows and non-Boussinesq situations can be accounted for,
which is crucial for dense particle-laden flows.

The purpose of this paper is to present the applicability and the
relevance of the two-phase approach in simulating tests of
dredged-sediment release into open waters, obtained from a large
physical model testing facility by Villaret et al. [7,8] and Boutin [9].
Section 2 briefly describes the mathematical and numerical back-
ground of the two-phase model. The experimental data are pre-
sented in Section 3. Simulation results on the dredged-sediment
release process are discussed in Section 4. Finally, Section 5 ex-
plores the prospects for developing and improving two-phase
models of sediment transport.

2. Model description

In the present two-phase flow model, the Eulerian–Eulerian
description is used for the fluid–solid particles system. Starting
from the Navier–Stokes equations, we strictly apply the mathe-
matical treatment from Drew and Lahey [21] to obtain the govern-
ing equations (mass conservation and momentum conservation)
for the continuous- (water) and the dispersed- (solid particles)
phases. Herein we briefly recall the basic equations with special
closure laws.

2.1. Governing equations

For each phase, we consider the conservation Eq. (1) with the
subscript k to specify the phase of consideration: k is replaced by
f or s for the fluid or the sediment phase, respectively

@ðakqkÞ
@t þ ~r � ðakqk~ukÞ ¼ 0

@ðakqk~ukÞ
@t þ ~r � ðakqk~uf �~uf Þ ¼ ~r ak �pk I

�

þ s
�

k þ s
�

Re

k

� �� �
þ akqk~g þ ~Mk

8><
>:

ð1Þ

where ak,~uk and qk stand for the volume fraction, velocity and den-
sity of phase k respectively,~g is the acceleration of gravity, ~Mk is the

inter-phase momentum transfer, pk is the pressure of phase k, sk

and sRe
k are the viscous and Reynolds stress tensor, respectively.

I is the identity matrix.
The sum of volume fractions, as, is obviously equal to 1. In the

present model, the viscous stress tensor, sk, is considered as a func-
tion of shear rate tensors, Dk. These functions are presented in Eq.
(2) by Lundgren [22]. Both shear rates, Ds and Df , are involved in
computing of fluid and solid viscous stresses via viscosity coeffi-
cients lff, lfs, lsf and lss given by Eq. (3)

af sf ¼ lfsDs þ lff Df ; asss ¼ lssDs þ lsf Df ð2Þ

lff ¼ af lf ; lfs ¼ aslf ; lss ¼ asblfs; lsf ¼ asblff ð3Þ
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It is worth noting that viscosity coefficients used for the solid
stress, lsf and lss, are weighted by an amplification factor b which
accounts for the non-Newtonian behaviour of the sediment mix-
ture. We consider the model proposed by Graham [23], relating
the inter-particle distance, n normalised by the sediment diameter
d, (or the sediment concentration), to the amplification factor, b

b ¼ 5
2
þ 9

4
1

1þ n=d

� �
1

2n=d
� 1

1þ 2n=d
� 1

ð1þ 2n=dÞ2

" #
1
as

ð4Þ

with

n=d ¼ 1� ðas=as;maxÞ1=3

ðas=as;maxÞ1=3 ð5Þ

where as,max is the maximum close packing concentration, which
value is equal to 0.625 for non-cohesive spherical and mono-
dispersed solid particles [23].

The ~Mk term acting in the right hand side of motion Eq. (1) re-
fers to the momentum transfer between the two phases. As de-
tailed in Eq. (6), this term is decomposed into two components:
the jump conditions (pki and ski) at the solid–liquid interface and
the different forces (~M0

k) acting on phase k such as drag, lift or
added mass forces

~Mf ¼ pfi
~raf � sfi

~raf þ ~M0
f ;

~Ms ¼ psi
~ras � ssi

~ras þ ~M0
s;

~M0
f ¼ �~M0

s ð6Þ

For the system of interest, no discontinuity of pressure and shear
stress is considered across the interface (Eq. (7)). The drag force is
assumed to be dominant in the ~M0

k term as argued by Hsu et al.
[24] (Eq. (8)).

pfi ¼ pf �
qf

4
k~uf �~usk2

; psi ¼ pfi; ssi ¼ sfi ¼ bsf ð7Þ

~M0
s �~FD ¼

asqs

sfs
~ur ; sfs ¼

4dqs

3qf CDk~urk
; CD ¼

24
Res

f ðRes;wÞ ð8Þ

This last equation expresses the drag force as a function of the solid
concentration (as), the relaxation time of solid particles (sfs) and the
velocity lag (~ur) between fluid and solid particles. The particle relax-
ation time is fundamental in two-phase flow theory as it is used to
define the Stokes number and the separation between one-, two- or
four-way coupling [25]. It is computed from the drag coefficient
(CD), which depends on the particle Reynolds number and on the
shape function (w) of sediment particles (here we take w = 1). The
drag coefficient formula by Haider and Levenspiel [26] is used in
the present study.

2.2. Numerical technique

The techniques developed by Guillou et al. [27] are used to solve
the system of Eq. (1). A projection technique [28] is applied to cal-
culate the pressure and velocity for each phase. The r-transforma-
tion is applied to the vertical coordinate in order to fit the
computing mesh to the free surface evolution. Spatial derivatives
are approximated by the second-order finite volume method. The
time scheme is implicit in the vertical direction and explicit in hor-
izontal one. Advection terms in Eq. (1) have been handled by either
hybrid or TVD schemes. The resulting linear equation system is
solved by the GMRES or Gauss–Seidel methods. A staggered grid
is used to avoid the spurious oscillations induced by the projection
technique [29].

3. Experimental data

Physical model testing of sediment releases was performed at
EDF LNHE [7–9]. A large hydraulic facility (straight channel, 72 m
long, 1.5 m wide, 1.5 m maximum height) is used and the three
steps experienced during a sediment-release test are recorded:
(i) the convective descent of the sediment cloud; (ii) the sedi-
ment-cloud impact on the bottom with the generation of density
currents; (iii) the propagation of density currents up- and down-
stream until the equilibrium under ambient current. A special
device was designed to release the sediment mixture (initially pre-
pared at given concentrations). Villaret et al. [7,8] used pure sand
and sandy mud, while Boutin [9] worked with pure mud. Here,
we restrict our study to the pure-sand case. The experimental
set-up has an aspect ratio, width over flow depth, of one and a half
with side-walls made of glass. The friction on the side-walls is
rather low and even if the channel can not be considered as wide
(aspect ratio greater than 10), the flow can reasonably be consid-
ered as two dimensional. The measurement zone is located in
the central part of the channel, thus far from the boundaries.

A specifically designed recipient (maximum capacity of 60 L) is
placed at 17 cm below the free surface: its opening is computer-
controlled and synchronised with a camera that takes pictures
every 0.5 s. Concentration measurements are also obtained using
OPCON optical transducers, but only at three fixed points
(Fig. 1a). As the duration of the convective descent stage is extre-
mely short (about 0.7–1.8 s), it is very difficult to capture accu-
rately the moment when the sediment cloud impacts the bottom.

First, the ambient current is imposed by measured velocities.
Then the mixture of sand and water is placed in the recipient at
a desired concentration. Finally, the computer-aided procedure
starts: the bottom of the recipient is suddenly opened (Fig. 1b)
and simultaneously picture acquisitions and concentration mea-
surements begin.

Eleven tests were performed using the previously detailed
protocol. Table 1 gives the different testing conditions. In the
pure-sand experiments, two different sediment diameters (Dp),
sediment-release volumes (Vd), and initial concentrations of the
mixture (Cm) were used in order to investigate their individual
and collective influence. The injection velocity (W0) could not be
controlled in the experiments. It was estimated by Villaret et al.
[7,8] using Krishnappan’s semi-empirical model [11]. The parame-
ters involved in the latter are the densities (fluid and solid), the re-
leased volume of sediments, the injection radius, as well as
empirical coefficients depending on the grain size, the densities
and the viscosity of the ambient medium.

Using the pictures and the measurements of concentrations at
three fixed positions (Fig. 1a), Villaret et al. [7,8] determine the fol-
lowing parameters: (1) the falling time (time lapse between the re-
lease of sediments and the impact of the sediment cloud on the
bottom), (2) the up- and down-stream (Ru, Rd) radius of the cloud,
(3) the maximum height of the density current, (4) the front veloc-
ity of the density current. The uncertainties on the cloud radius
(2.5 cm as estimated by Villaret et al. [7,8]) and on the falling time
(0.5 s as estimated by Villaret et al. [7,8]), are explained by the
metric scale and by the rapidity of the phenomenon, respectively.
These parameters provide a basis for comparisons between the
numerical and experimental studies.

4. Numerical studies

The 2-D X/Z computation domain covers 14 m in the horizontal
direction and 1 m in the vertical one. The lateral boundaries are
transparently open to avoid reflections. As no free surface move-
ment is video-recorded during experiments, the surface is assumed
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to be rigid. The sediment recipient is located 17 cm below the
water surface. The condition at the bottom corresponds to an
impermeable condition. More important is the boundary condition
at the injection device, where we should impose a flux of solid
mass and profiles for the solid and fluid vertical velocities. The
injection velocity profile was not controlled in experiments [7,8],
and velocity measurements are missing near the sediment recipi-
ent. For numerical simulation, a velocity profile is required and
we remark that the calculated falling time of particles and sedi-
ment-cloud radius are sensitive enough to the choice of this profile.
By trials and errors, we conclude that a Poiseuille-type profile as
follows is well-suited to the experimental conditions:

Winj ¼W0 1� x2

R2
inj

 !

where W0 is the averaged vertical injection velocity proposed by
Villaret et al. [7,8] (Table 1), Rinj is the half of the recipient-bottom
opening and x is the distance from the vertical axis of the recipient.

4.1. Justification of the two-phase model use

Most of the physical processes involved in sediment transport
can be accounted for by two-phase approaches, provided that rel-
evant closure laws are given for Eq. (1). This closure issue needs to
be handled carefully for the model to be consistent with the phys-
ical processes at work in the studied phenomenon. Also, two-phase
numerical models are highly CPU time consuming compared with
single-phase ones (classical sediment transport model based on a
passive-scalar hypothesis for the sediment phase). Therefore, the
use of a two-phase sediment transport model against a single-
phase one for any sediment transport problem must be justified
by the fact that the latter is not able to simulate the problem sat-
isfactorily. In order to justify the use of a two-phase model for
dredged sediment release simulation, we make a comparative

study of the results from single- and two-phase models. This com-
parison is performed on the basis of test e12’s parameters (Table 1)
but with a slightly different geometrical configuration, with a sed-
iment injection 15 cm below the surface instead of 17 cm for test
e12. We point out that all other parameters are identical for the
single-phase and two-phase simulation.

The governing equations for a single-phase model are:

~r �~uf ¼ 0

@ðq~uf Þ
@t þ ~r � ðq~uf �~uf Þ ¼ ~r � �p I

�

þ s
�

þ s
�

Re
� �

þ q~g

@ðqsasÞ
@t þ ~r � ðqsas~usÞ ¼ 0

8>>>><
>>>>:

with
~us ¼ ðuf ;wf �wsettÞ
q ¼ qsas þ qf ð1� asÞ

(
ð9Þ

In Eq. (9), wsett is the solid-particle settling velocity, which depends
on the particle size, the particle-Reynolds number, and the solid-
particle concentration. uk and wk are the horizontal and vertical
components of the velocity of phase k, respectively. The only forcing
in Eq. (9) is buoyancy. No interaction between fluid and solid parti-
cles neither between solid and solid particles is taken into consider-
ation in a single-phase model.

The computed domain, which is here 6 m long and 1 m high, is
discretised by a computing grid of 0.5 � 0.5 cm resolution and by a
time step of 5 � 10�4 s. In Fig. 2, the maximum value of vertical-
velocity lag�wsett = ws � wf obtained by the two-phase model is
around 1.5–2.0 cm s�1. This is in very good agreement with the set-
tling-velocity value of 1.8 cm s�1 given by Van Rijn’s formulas for
sand particles of 80 lm radius [6,7]. Table 2 shows results obtained
by the single-phase and two-phase models for the falling time and
the radius of the sediment cloud at the moment of its impact on
the bottom. The single-phase model predicts a cloud radius larger

Fig. 1. Definition sketch: (left) location of Optical Probes (OP) for turbidity measurements; (right) sediment release [9].

Table 1
Testing conditions and nomenclature: W0 is the injection velocity from the recipient,
Dp the sediment particle diameter, q the dry density of the solid, Cm is concentration
of the mixture, Vd the volume of dumped material, Uc the ambient velocity (from
Villaret et al. [7,8]).

Tests W0 (m/s) Dp (lm) q (kg/m3) Cm (g/L) Vd (L) Uc (m/s)

e6 0.60 90 2650 350 45 0
e11 0.79 90 2650 450 60 0
e12 0.89 160 2650 450 60 0
e13 0.79 90 2650 450 60 0.10
e14 0.89 160 2650 450 60 0.10
e15 0.79 90 2650 450 60 0.20
e16 0.89 160 2650 450 60 0.20
e17 0.79 160 2650 450 60 0.15
e18 0.89 90 2650 450 60 0.15
e19 0.79 160 2650 450 60 0.25
e20 0.89 90 2650 450 60 0.25

Fig. 2. Isocontour map of the vertical-velocity lag between the fluid and solid
phases (ws � wf = �wsett).

D.H. Nguyen et al. / Advances in Water Resources 48 (2012) 102–112 105
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than the one given by the two-phase model. The falling time of
1.41 s given by the two-phase model without any parameter tun-
ing is of the same order of magnitude as what is observed in exper-
iments. With the single-phase model, such a falling time can only
be obtained by forcing the settling velocity wsett (in Eq. (9)) up to a
value of 36 cm s�1, which is physically aberrant.

Fig. 3 plots the iso-contours of turbidity and vorticity calculated
by the two-phase model (left) and the single-phase one (right). The
properties of the sediment cloud calculated by both models are dif-
ferent. The two-phase model predicts a double-peak turbidity dis-
tribution, i.e. the sediment cloud is divided into two cores, which
are symmetrical and distanced from a central axis (Fig. 3, upper-
left). These two symmetrical cores were discussed by Maxworthy
[30] for turbulent vortex rings, formed by pushing a fluid mass
through a hole into another ambient fluid. This has a certain sim-
ilarity with the present test. The author found that the distance be-
tween the two cores depends on the diameter of the hole, on the
vertical distance travelled by the vortex ring, and on the Reynolds
number. The single-phase model fails to reproduce this phenome-
non: only one turbidity core is detected (Fig. 3, upper-right).
The same turbidity distribution was obtained by Li [12], using a

single-phase model for a case with a large settling velocity
(14 cm s�1). An explanation to this turbidity distribution can be
found in vorticity maps. Indeed in Fig. 3 (lower-right), at the loca-
tion of the sediment cloud calculated by the single-phase model,
i.e. for z < �0.6 m, the vorticity value is zero everywhere. No recir-
culation occurs there, and consequently the sediment cloud is not
separated. Fig. 3 (lower-left) presents a completely different phys-
ical pattern: inside the sediment cloud, vortex rings are reproduced
by the two-phase model with two distinguished recirculation
zones, which are cyclonic (on the right of the central axis) and
anti-cyclonic (on the left). These vortex rings separate the
sediment cloud into two zones with a core for each, as above-
mentioned. Clearly, the two-phase model which takes into consid-
eration the fluid–solid and solid–solid interactions, is able to
correctly simulate the convective descent of dredged-sediment
release, whereas a single-phase model fails to do so. This justify
the use of a two-phase model against a single-phase one in this
case.

4.2. Simulation and results

Numerical modelling was performed for all tests described in
Table 1. Tests e06, e11 and e12 are without ambient currents,
while the others are with ambient currents. The computed domain,
which is 14 m long and 1 m high, is discretised by a 1.0 � 1.5 cm
computing grid. The time step is 10�3 s. Below we present and dis-
cuss the numerical results for the convective descent of the sedi-
ment cloud, as well as for the formation and propagation of
density currents on the bottom.

Table 2
Parameters of the convective descent stage of the dredged-sediment release.

Falling time (s) Radius (cm)

Single-phase model 1.41 31
Two-phase model 1.41 25

Fig. 3. Isocontour maps of turbidity (top) and vorticity (bottom) at the impact of the sediment cloud on the bottom, calculated using the two-phase model (left) and the
single-phase one (right).

106 D.H. Nguyen et al. / Advances in Water Resources 48 (2012) 102–112
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4.2.1. Convective descent of the sediment cloud
4.2.1.1. Without ambient current. Table 3 compares, for tests e06,
e11 and e12 of sediment release in quiescent water, experimental
and two-phase results for the falling time and the sediment-cloud
radius at the moment of the impact on the bottom. Considering the
uncertainty on experimental measurements, the numerical results
are satisfying, with a slight overestimation of the falling time for
tests e11 and e12.

Fig. 4 plots the evolution of the position of the cloud bottom
with respect to the injection depth (Zr = 0.83 � Hr, see Fig. 1 for
notations) computed by the two-phase model for tests e06, e11
and e12. A threshold turbidity value of 0.5 g L�1 is used to
determine the cloud geometry (as suggested by Farout-Fréson
[14]). Numerical results for these tests confirm Bush et al.’s [3]

observations: during the convective descent, there are two distinct
stages: a thermal stage, in which the evolution of Zr is proportional
to t1/2 and a swarm stage, in which Zr is linear to t.

Fig. 5 presents the simulation results for test e12 at different
times (1.0 s, 1.3 s; 2.6 s and 4.0 s). The particle release generates
the motion of two vortex rings, which are cyclonic and anti-cyclo-
nic. During the lateral expansion of the particle cloud, numerical
results illustrate the entrainment of surrounding water into the
rear of the cloud, which is consistent with the physical interpreta-
tion of Morton et al. [10]. This shows that the horizontal compo-
nent of fluid- and solid-velocities is unequal in direction and
magnitude.

4.2.1.2. With ambient current. Fig. 6 presents numerical results for
test e19 with an ambient current. Following Gensheimer [4], this
case exhibits a character of transitional regime. Indeed, Fig. 6
shows a distortion of the particle cloud. We note that the cloud
shape is similar to that described by Hogg et al. [6], based on exper-
imental observations: the downstream branch of the cloud is more
diffuse than the upstream one, which displays a wedge shape. The
zone of maximum concentration (red colour in Fig. 6) is localised
rather on the right side of the cloud, i.e. in its upstream part. The
impact of particle clouds on the bottom is delayed by ambient cur-
rents. The stronger the ambient current is, the more delayed the

Table 3
Parameters of the convective descent stage of the dredged-sediment release for tests
e06, e11 and e12.

Falling time (s) Radius (cm)

Numerical Experimental Numerical Experimental

Test e06 1.8 1.76 (1.26–2.26) 27 29 (26.5–31.5)
Test e11 1.5 0.95 (0.45–1.45) 34 32 (29.5–34.5)
Test e12 1.3 0.72 (0.22–1.22) 27 28 (25.5–30.5)

Fig. 4. Evolution of the position of the cloud bottom, Zr = 0.83 � Hr (see Fig. 1) computed by the two-phase model, without ambient current.

Fig. 5. Particle cloud evolution and development of two cyclonic and anti-cyclonic vortices (test e12, without ambient current). Colours represent the turbidity and vectors
give the solid-phase velocity at: (a) 1 s; (b) 1.3 s; (c) 2.6 s and (d) 4.0 s. (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
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impact on the bottom is. This is well-illustrated by comparing tests
e12, e14 and e16, for which all parameters are equal except the
intensity of the ambient current. The calculated falling time is
1.3 s for test e12 with no ambient current, 1.9 s for test e14 with
a current velocity of 0.1 m s�1, and 2.3 s for test e16 with a current
velocity of 0.2 m s�1.

Fig. 7 plots the R–Hr relationship for all the tests with or without
ambient currents, where Hr is defined in Fig. 1. This figure confirms
the loss of symmetry of particle clouds when there is an ambient
current and the accentuation of this tendency when the intensity
of the ambient current increases. The longitudinal coordinate of
centroid (R) is obviously larger for higher ambient velocities, which
is in agreement with Gensheimer [4].

4.2.2. Density current formation and propagation on the bottom
The impact of the sediment cloud on the bottom generates a

density current, which simultaneously propagates on the bottom

and takes part in sedimentation processes. The propagation of
the density current is analysed through two parameters: its height
and its spreading rate.

Fig. 8 presents the time evolution of the maximum height of the
density current calculated for tests e06 and e11 [7,8]. These results
show that for both tests: (i) this height reaches its maximum value
around 5 s after the sediment release; (ii) there are no large differ-
ences (<5 cm) between the maximal and stabilised values of this
height. The maximum height of the current observed in experi-
ments is also shown in Fig. 8. Unfortunately, for each experiment,
the height was measured only at one given location, at probe OP3
(i.e. at a horizontal distance of 1 m from the injection device). We
note however that the calculated and observed heights are of the
same order of magnitude.

Fig. 9 shows the position of the front of the density current as a
function of time for tests e06, e11 and e12 (quiescent water).
Clearly, in all these tests the propagation is symmetric and linear

Fig. 6. Simulation results for test e19 with an ambient current of 25 cm s�1 (flow direction from right to left) at: (a) 1.5 s; (b) 2.5 s; (c) 3.5 s and (d) 4.5 s. Colours represent the
turbidity, vectors give the solid-phase velocity field. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this
article.)

Fig. 7. Height Hr versus the up- and down-stream radius Ru, Rd respectively for the convective descent stage. Definition of Hr, Ru and Rd are given in Fig. 1.

Fig. 8. Time evolution of the maximum height of the density current during its propagation on the bottom calculated by the two-phase model for (a) test e06 and (b) test e11.
The maximum height measured in experiments at OP3 is indicated in dashed lines.
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for a short time (20 s). However, the R � t relation would certainly
become more curved for a longer time. The spreading rates should
reduce with time because particles settle, reducing the density
contrast that drives the motion. As mentioned by Hogg et al. [6],
the spreading rate is highly influenced by the density current con-
centration. This is observed by comparing tests e06 and e11 which
differ only by their initial solid concentration and released volume
(350 g L�1 and 45 L respectively for e06 compared with 450 g L�1

and 60 L for e11, see Table 1). The influence of particle size is also
perceptible, but for longer times. Larger particles settle out of
suspension faster than finer ones, and therefore reduce density dif-
ferences and spreading rates faster [6]. Fig. 10 shows the time evo-
lution of the front velocity of the density current for tests e11 to
e20. For both particle size groups (group I: Dp = 90 lm {e11; e13;
e15; e18; e20} and group II: Dp = 160 lm {e12; e14; e16; e17;
e19}), propagation velocities on the bottom Ufr reduce as time in-
creases. At t = 25 s, Ufr of group II (Dp = 160 lm) tends to be less
than that of group I (Dp = 90 lm). For example, at this moment
the propagation velocity is 0.1 m s�1 for test e12 (Dp = 160 lm
and W0 = 0.89 m s�1) while it is 0.16 m s�1 for test e11 (Dp = 90 lm
and W0 = 0.79 m s�1). We note that the influence of the injection
velocity is no more perceptible. The dominant parameter at this
stage seems to be the particle size, however there are no couple
of experiments for which only the particle size is changed and it
is therefore not possible to conclude on this point.

As the convective descent step is very short (<1.80 s), the time
uncertainty as well as the random drop of sediments from the re-
cipient in experiments do not allow us to compare in a satisfying
way pictures with numerical results at this step. We can only make
comparisons at the step of sediment propagation on the bottom.
Fig. 11 compares, for test e12, a picture taken at t = 3.68 s [8] with
numerical results at two instants, t = 3.70 s and 4.20 s, which are
shifted by 0.5 s. The interval between these two instants corre-
sponds to the time uncertainty of measurements [8].

We note that the sediment propagation on the bottom is not
perfectly symmetric on the picture. This can be explained by the
fact that, in the experiments, insuring a symmetric sediment re-
lease from the recipient was very difficult. This asymmetry dis-
turbs experimental results, and then could be responsible for
slight differences between the experimental data and the numeri-
cal results. If we only consider the right part (from the vertical axis)
of the density current, a good enough agreement between the
numerical and experimental results is obtained, in particular for
the density–current right end, which is located around x = 8.0 m.
However, we note that the vertical stem of the calculated sediment
plume is not as developed as the observed one. Consequently, by
mass conservation principle, as the stem width is not widening,
the calculated sediment density current develops vertically. At
the right end, the height of the calculated current is slightly higher
than that observed (0.4 m compared to 0.3 m, respectively). We
suspect that the random drop of sediments from the recipient, as
well as a local flow that could be generated by opening the

Fig. 9. Position of the front of the density currents as a function of time.

Fig. 10. Propagation velocity Ufr of the front of the density current on the bottom for the different particle sizes: (a) (left) group I (Dp = 90 lm) and (b) group II (Dp = 160 lm).

Fig. 11. Comparison between an experimental observation and the numerical
results for test e12: (a) picture taken at t = 3.68 s by Villaret et al. [8]; (b) sediment
cloud calculated at t = 3.70 s; and (c) sediment cloud calculated at t = 4.20 s.
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recipient bottom, provoke unexpected fluctuations and develop
the stem width. At present, the model does not take into consider-
ation the random drop neither the local flow generated under the
recipient bottom.

Fig. 12 compares, for test e20, the picture taken at t = 3.68 s [8]
with the calculated sediment plume at t = 3.20 s. Again, the time
shift between the two images corresponds to the experimental
time uncertainty. A good enough agreement is obtained, particu-
larly regarding the position of the sediment cloud.

5. Conclusions

This study presents numerical simulation of sediment release
with and without ambient currents using a two-phase model. This
modelling framework is particularly well-suited to such a test case
since fluid and solid phase velocities differ in amplitude and
direction. Such a difference could not be captured by classical
single-phase numerical modelling based on the passive-tracer
assumption.

The numerical results obtained by the model are in correct
agreement with the experimental data. For the parameters remain-
ing inaccessible from the experiment such as the concentration
field, the formation of counter-rotating vortices or the influence
of ambient current, the numerical model provides results that
are in qualitative agreement with previously published studies.

The formation and propagation of density currents are also con-
sistent with experiments. One important characteristic and advan-
tage of our two-phase approach is to consider the entire domain,
i.e. there is no a priori layer decomposition to deal with density
currents.

In this study, we consider non-cohesive sediments. For such a
case, no consolidation or flocculation processes are encountered.
To deal with cohesive sediments, closure laws for consolidation
should be introduced but more important is the need to account
for the flocculation/deflocculation processes that should play a
fundamental role in the dynamics of the system during the descent
of the sediment cloud.

Some bias (vertical structure of turbidity currents) remains to
improve but this information is crucially missing in published data.
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Appendix A. Model performance

The performance of the present model is evaluated by analysing
the orders of accuracy of numerical schemes in time and in space.
Since there does not exist an exact solution for the problem studied
here, we use a fine mesh and a small time step to compute a refer-
ence solution, and consider this reference solution as the exact
solution in estimating the numerical error norms, L1 and L2 of
the solid velocity.

A.1. Accuracy order in time

We estimate numerical orders of accuracy in time of the present
model. The time step dt is successively taken as 1 � 10�3, 5 � 10�4

and 10�4 s. The reference solution has been computed using a
1 � 1 cm mesh with a time step of 5 � 10�5 s. Fig. 13 plots the var-
iation of L1 and L2 errors in comparison with the reference solution
at two instants: at t = 0.955 s (sediment-cloud position at mid-
depth) and t = 1.4095 s (sediment cloud nearly impacts the bot-
tom). L1 and L2 errors decrease as dt decreases, which proves the
consistency of the model. The convergence in time of the present
model is obtained with a numerical order varying from 1.10 to
1.27. The numerical order of accuracy is slightly reduced when
the sediment cloud impacts the bottom.

A.2. Accuracy order in space

We estimate numerical orders of accuracy in space of the pres-
ent model. A 0.5 � 0.5 cm mesh with a time step of 5 � 10�4 s has
been used to compute the reference solution. It is necessary to
keep in mind that if the space step h was considerably reduced

Fig. 12. Comparison between an experimental observation and the numerical result for test e20: (a) picture taken at t = 3.68 s by Villaret et al. [8] and (b) sediment cloud
calculated at t = 3.20 s.
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(by 8–10 times, for example), the numerical model could capture
fine details of subgrid-scale physical phenomena. However, this
is not the scope of this paper: we are only interested in the fate
of a dredged-sediment cloud and its impact on the bottom. There-
fore, we deliberately do not reduce h so much in comparison with
the reference value, href = 0.5 cm. The space step h is taken as 1.0
and 1.25 cm.

Fig. 14 plots the variation of L1 and L2 errors in comparison with
the reference solution at t = 0.955 s and t = 1.4095 s. Once again,
the consistency of the present model is proven. The numerical or-
der of accuracy of the used numerical schemes in space reaches
about 2.10–2.20 as expected. Note that the mass conservation is
well-respected by the present model as far as the relative solid-
mass error is less than 0.005%.
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